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SIMULATION OF MECHANICAL SYSTEMS WITH

INDIVIDUAL TIME STEPS

JOHAN JANSSON AND ANDERS LOGG

Abstract. The simulation of a mechanical system involves the formulation of a differ-
ential equation (modeling) and the solution of the differential equation (computing). The
solution method needs to be efficient as well as accurate and reliable. This paper discusses
multi-adaptive Galerkin methods in the context of mechanical systems. The primary type
of mechanical system studied is an extended mass–spring model. A multi-adaptive method
integrates the mechanical system using individual time steps for the different components
of the system, adapting the time steps to the different time scales of the system, poten-
tially allowing enormous improvement in efficiency compared to traditional mono-adaptive
methods.

1. Introduction

Simulation of mechanical systems is an important component of many technologies of
modern society. It appears in industrial design, for the prediction and verification of
mechanical products. It appears in virtual reality, both for entertainment in the form of
computer games and movies, and in the simulation of realistic environments such as surgical
training on virtual and infinitely resurrectable patients. Common to all these applications
is that the computation time is critical. Often, an application is real-time, which means
that the time inside the simulation must reasonably match the time in the real world.

Simulating a mechanical system involves both modeling (formulating an equation de-
scribing the system) and computation (solving the equation). The model of a mechanical
system often takes the form of an initial value problem for a system of ordinary differential
equations of the form

u̇(t) = f(u(t), t), t ∈ (0, T ],

u(0) = u0,
(1.1)

where u : [0, T ]→ R
N is the solution to be computed, u0 ∈ R

N a given initial value, T > 0
a given final time, and f : R

N × (0, T ]→ R
N a given function that is Lipschitz-continuous

in u and bounded.
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2 JOHAN JANSSON AND ANDERS LOGG

The simulation of a mechanical system thus involves the formulation of a model of the
form (1.1) and the solution of (1.1) using a time-stepping method. We present below
multi-adaptive Galerkin methods for the solution of (1.1) with individual time steps for
the different parts of the mechanical system.

1.1. Mass–spring systems. A mass–spring system consists of a set of point masses con-
nected by springs, typically governed by Hooke’s law with other laws optionally present,
such as viscous damping and external forces. Mass–spring systems appear to encompass
most of the behaviors of elementary mechanical systems and thus represent a simple, intu-
itive, and powerful model for the simulation of mechanical systems. This is the approach
taken in this paper.

However, to obtain a physically accurate model of a mechanical system, we believe it
is necessary to solve a system of partial differential equations properly describing the me-
chanical system, in the simplest case given by the equations of linear elasticity. Discretizing
the system of PDEs in space, for example using the Galerkin finite element method, an
initial value problem for a system of ODEs of the form (1.1) is obtained. The resulting
system can be interpreted as a mass–spring system and thus the finite element method in
combination with a PDE model represents a systematic methodology for the generation of
a mass–spring model of a given mechanical system.

1.2. Time-stepping methods. Numerical methods for the (approximate) solution of
(1.1) are almost exclusively based on time-stepping, i.e., the step-wise integration of (1.1)
to obtain an approximation U of the solution u satisfying

(1.2) u(tj) = u(tj−1) +

∫ tj

tj−1

f(u(t), t) dt, j = 1, . . . , M,

for a partition 0 = t0 < t1 < · · · < tM = T of [0, T ]. The approximate solution U ≈ u is

obtained by an appropriate approximation of the integral
∫ tj

tj−1

f(u(t), t) dt.

Selecting the appropriate size of the time steps {kj = tj−tj−1}
M
j=1 is essential for efficiency

and accuracy. We want to compute the solution U using as little work as possible, which
means using a small number of large time steps. At the same time, we want to compute
an accurate solution U which is close to the exact solution u, which means using a large
number of small time steps. Often, the accuracy requirement is given in the form of a
tolerance TOL for the size of the error e = U − u in a suitable norm. The competing
goals of efficiency and accuracy can be met using an adaptive algorithm, determining a
sequence of time steps {kj}

M
j=1 which produces an approximate solution U satisfying the

given tolerance with minimal work.
Galerkin finite element methods present a general framework for the numerical solution

of (1.1), including adaptive algorithms for the automatic construction of an optimal time
step sequence, see [7, 8]. The Galerkin finite element method for (1.1) reads: Find U ∈ V ,
such that

(1.3)

∫ T

0

(U̇ , v) dt =

∫ T

0

(f, v) dt ∀v ∈ V̂ ,
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where (·, ·) denotes the R
N inner product and (V, V̂ ) denotes a suitable pair of finite

dimensional subspaces (the trial and test spaces).
Typical choices of approximating spaces include

V = {v ∈ [C([0, T ])]N : v|Ij
∈ [Pq(Ij)]

N , j = 1, . . . , M},

V̂ = {v : v|Ij
∈ [Pq−1(Ij)]

N , j = 1, . . . , M},
(1.4)

i.e., V represents the space of continuous and piecewise polynomial vector-valued functions
of degree q ≥ 1 and V̂ represents the space of discontinuous piecewise polynomial vector-
valued functions of degree q − 1 on a partition of [0, T ]. We refer to this as the cG(q)

method. With both V and V̂ representing discontinuous piecewise polynomials of degree
q ≥ 0, we obtain the dG(q) method. Early work on the cG(q) and dG(q) methods include
[6, 19, 10, 9].

By choosing a constant test function v in (1.3), it follows that both the cG(q) and dG(q)
solutions satisfy the relation

(1.5) U(tj) = U(tj−1) +

∫ tj

tj−1

f(U(t), t) dt, j = 1, . . . , M,

corresponding to (1.2).

In the simplest case of the dG(0) method, we note that
∫ tj

tj−1

f(U(t), t) dt ≈ kjf(U(tj), tj),

since U piecewise constant, with equality if f does not depend explicitly on t. We thus
obtain the method

(1.6) U(tj) = U(tj−1) + kjf(U(tj), tj), j = 1, . . . , M,

which we recognize as the backward (or implicit) Euler method. In general, a cG(q) or
dG(q) method corresponds to an implicit Runge–Kutta method, with details depending
on the choice of quadrature for the approximation of the integral of f(U, ·).

1.3. Multi-adaptive time-stepping. Standard methods for the discretization of (1.1),
including the cG(q) and dG(q) methods, require that the same time steps {kj}

M
j=1 are used

for all components Ui = Ui(t) of the approximate solution U of (1.1). This can be very
costly if the system exhibits multiple time scales of different magnitudes. If the different
time scales are localized to different components, efficient representation and computation
of the solution thus requires that this difference in time scales is reflected in the choice of
approximating spaces (V, V̂ ). We refer to the resulting methods, recently introduced in a
series of papers [20, 21, 22, 23, 16], as multi-adaptive Galerkin methods.

Surprisingly, individual time-stepping (multi-adaptivity) has previously received little
attention in the large literature on numerical methods for ODEs, see e.g. [3, 12, 13, 2, 27, 1],
but has been used to some extent for specific applications, including specialized integrators
for the n-body problem [24, 4, 26], and low-order methods for conservation laws [25, 18, 5].
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1.4. Obtaining the software. The examples presented below have been obtained using
DOLFIN version 0.4.11 [14]. DOLFIN is licensed under the GNU General Public License
[11], which means that anyone is free to use or modify the software, provided these rights
are preserved. The source code of DOLFIN, including numerous example programs, is
available at the DOLFIN web page, http://www.phi.chalmers.se/dolfin/, and each
new release is announced on freshmeat.net. Alternatively, the source code can be obtained
through anonymous CVS as explained on the web page. Comments and contributions are
welcome.

The mechanical systems presented in the examples have been implemented using Ko,
which is a software system for the simulation of mass–spring models, based on DOLFINs
multi-adaptive ODE-solver. Ko will be released shortly under the GNU General Public
License and will be available at http://www.phi.chalmers.se/ko/.

1.5. Outline of the paper. We first describe the basic mass–spring model in Section
2 and then give a short introduction to multi-adaptive Galerkin methods in Section 3.
In Section 4, we discuss the interface of the multi-adaptive solver and its application to
mass–spring models. In Section 5, we investigate and analyze the performance of the multi-
adaptive methods for a set of model problems. Finally, we present in Section 6 results for
a number of large mechanical systems to demonstrate the potential and applicability of
the proposed methods.

2. Mass–spring model

We have earlier in [17] described an extended mass–spring model for the simulation of
systems of deformable bodies.

The mass–spring model represents bodies as systems of discrete mass elements, with
the forces between the mass elements transmitted using explicit spring connections. (Note
that “spring” is a historical term, and is not limited to pure Hookean interactions.) Given
the forces acting on an element, we can determine its motion from Newton’s second law,

(2.1) F = ma,

where F denotes the force acting on the element, m is the mass of the element, and a = ẍ
is the acceleration of the element with x = (x1, x2, x3) the position of the element. The
motion of the entire body is then implicitly described by the motion of its individual mass
elements.

The force given by a standard spring is assumed to be proportional to the elongation of
the spring from its rest length. We extend the standard model with contact, collision and
fracture, by adding a radius of interaction to each mass element, and dynamically creating
and destroying spring connections based on contact and fracture conditions.

In Table 1 and Figure 1, we give the basic properties of the mass–spring model consisting
of mass elements and spring connections. With these definitions, a mass–spring model may
thus be given by just listing the mass elements and spring connections of the model.
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A mass element e is a set of parameters {x, v, m, r, C}:
x : position
v : velocity
m : mass
r : radius
C : a set of spring connections

A spring connection c is a set of parameters {e1, e2, κ, b, l0, lf}:
e1 : the first mass element connected to the spring
e2 : the second mass element connected to the spring
κ : Hooke spring constant
b : damping constant
l0 : rest length
lf : fracture length

Table 1. Descriptions of the basic elements of the mass–spring model: mass
elements and spring connections.

Actual length of c

Rest length of c

Fracture length of c

Radius of e2

Radius of e1

v1

c e2

v2

F Fe1

Figure 1. Schema of two mass elements e1 and e2, a spring connection c,
and important quantities.

3. Multi-adaptive Galerkin methods

The multi-adaptive methods mcG(q) and mdG(q) used for the simulation are obtained
as extensions of the standard cG(q) and dG(q) methods by enriching the trial and test
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spaces (V, V̂ ) of (1.3) to allow each component Ui of the approximate solution U to be
piecewise polynomial on an individual partition of [0, T ].

3.1. Definition of the methods. To give the definition of the multi-adaptive Galerkin
methods, we introduce the following notation: Subinterval j for component i is denoted
by Iij = (ti,j−1, tij], and the length of the subinterval is given by the local time step

kij = tij − ti,j−1 for j = 1, . . . , Mi. This is illustrated in Figure 2. We also assume
that the interval [0, T ] is partitioned into blocks between certain synchronized time levels
0 = T0 < T1 < · · · < TM = T . We refer to the set of intervals Tn between two synchronized
time levels Tn−1 and Tn as a time slab.

With this notation, we can write the mcG(q) method for (1.1) in the following form:
Find U ∈ V , such that

(3.1)

∫ T

0

(U̇ , v) dt =

∫ T

0

(f, v) dt ∀v ∈ V̂ ,

where the trial space V and test space V̂ are given by

V = {v ∈ [C([0, T ])]N : vi|Iij
∈ Pqij(Iij), j = 1, . . . , Mi, i = 1, . . . , N},

V̂ = {v : vi|Iij
∈ Pqij−1(Iij), j = 1, . . . , Mi, i = 1, . . . , N}.

(3.2)

The mcG(q) method is thus obtained as a simple extension of the standard cG(q) method by
allowing each component to be piecewise polynomial on an individual partition of [0, T ].
Similarly, we obtain the mdG(q) method as a simple extension of the standard dG(q)
method. For a detailed description of the multi-adaptive Galerkin methods, we refer the
reader to [20, 21, 22, 23, 16]. In particular, we refer to [20] or [22] for the full definition of
the methods.

3.2. Adaptivity. The individual time steps {kij}
Mi,N
j=1,i=1 are chosen adaptively based on

an a posteriori error estimate for the global error e = U−u at final time t = T , as discussed
in [20, 21]. The a posteriori error estimate for the mcG(q) method takes the form

(3.3) ‖e(T )‖l2 ≤ Cq

N∑
i=1

S
[qi]
i (T ) max

[0,T ]
|kqi

i Ri(U, ·)|,

where Cq is an interpolation constant, S
[qi]
i (T ) are the individual stability factors, ki = ki(t)

are the individual time steps, and Ri(U, ·) = U̇i − fi(U, ·) are the individual residuals for

i = 1, . . . , N . The individual stability factors S
[qi]
i (T ), measuring the effect of local errors

introduced by a nonzero local residual on the global error, are obtained from the solution
φ of an associated dual problem, see [7] or [20].

Thus, to determine the individual time steps, we measure the individual residuals and
take each individual time step kij such that

(3.4) k
qij

ij max
Iij

|Ri(U, ·)| = TOL/(NCqS
[qi]
i (T )),
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Figure 2. Individual partitions of the interval [0, T ] for different compo-
nents. Elements between common synchronized time levels are organized in
time slabs. In this example, we have N = 6 and M = 4.

where TOL is a tolerance for the error at final time. See [21] or [15] for a detailed discussion
of the algorithm for the automatic selection of the individual time steps.

3.3. Iterative methods. The system of discrete nonlinear equations defined by (3.1) is
solved by fixed point iteration on time slabs, as described in [16]. For a stiff problem,
the fixed point iteration is automatically stabilized by introducing a damping parameter
which is adaptively determined through feed-back from the computation. We refer to this
as adaptive fixed point iteration.

4. Multi-adaptive simulation of mass–spring systems

The simulation of a mechanical system involves the formulation of a differential equation
(modeling) and the solution of the differential equation (computing). Having defined these
two components in the form of the mass–spring model presented in Section 2 and the
multi-adaptive solver presented in Section 3, we comment briefly on the user interface of
the multi-adaptive solver.

The user interface of the multi-adaptive solver is specified in terms of an ODE base class
consisting of a right hand side f , a time interval [0, T ], and an initial value u0, as shown in
Table 2. To solve an ODE, the user implements a subclass which inherits from the ODE
base class.

The mass–spring model presented above has been implemented using Ko, a software
system for the simulation and visualization of mass–spring models. Ko automatically
generates a mass–spring model from a geometric representation of a given system, as
shown in Figure 3. The mass–spring model is then automatically translated into a system
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class ODE

{

ODE(int N);

virtual real u0(int i);

virtual real f(Vector u, real t, int i);

}

Table 2. Sketch of the C++ interface of the multi-adaptive ODE-solver.

of ODEs of the form (1.1). Ko specifies the ODE system as an ODE subclass and uses
DOLFIN to compute the solution.

Figure 3. A geometric representation of a cow is automatically translated
into a mass–spring model.
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Ko represents a mass–spring model internally as lists of mass elements and spring con-
nections. To evaluate the right-hand side f of the corresponding ODE system, a translation
or mapping is thus needed between a given mass element and a component number in the
system of ODEs. This mapping may take a number different forms; Ko uses the mapping
presented in Algorithm 1.

Algorithm 1 FromComponents(Vector u, Mass m)

i ← index(m)
N ← size(u)

m.x1 ← u(3(i− 1) + 1)
m.x2 ← u(3(i− 1) + 2)
m.x3 ← u(3(i− 1) + 3)

m.v1 ← u(N/2 + 3(i− 1) + 1)
m.v2 ← u(N/2 + 3(i− 1) + 2)
m.v3 ← u(N/2 + 3(i− 1) + 3)

5. Performance

We consider a simple model problem consisting of a long string of n point masses con-
nected with springs as shown in Figure 4. The first mass on the left is connected to a
fixed support through a hard spring with large spring constant κ � 1. All other springs
are connected together with soft springs with spring constant κ = 1. As a result, the first
mass oscillates at a high frequency, with the rest of the masses oscillating slowly. In Figure
5, we plot the coordinates for the first three masses on [0, 1].

Figure 4. The mechanical system used for the performance test. The sys-
tem consists of a string of masses, fixed at the left end. Each mass has been
slightly displaced to initialize the oscillations.

To compare the performance of the multi-adaptive solver (in the case of the mcG(1)
method) with a mono-adaptive method (the cG(1) method), we choose a fixed small time
step k for the first mass and a fixed large time step K > k for the rest of the masses in
the multi-adaptive simulation, and use the same small time step k for all masses in the
mono-adaptive simulation. We let M = K/k denote the number of small time steps per
each large time step.

We run the test for M = 100 and M = 200 with large spring constant κ = 10M for the
hard spring connecting the first mass to the fixed support. We use a large time step of size
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Figure 5. Coordinates for the first three masses of the simple model prob-
lem (left) and for the third mass (right).

K = 0.1 and, consequently, a small time step of size k = 0.1/M . The computation time
Tc is recorded as function of the number of masses n.

As shown in Figure 6, the computation time for the multi-adaptive solver grows slowly
with the number of masses n, practically remaining constant; small time steps are used only
for the first rapidly oscillating mass and so the work is dominated by frequently updating
the first mass, independent of the total number of masses. On the other hand, the work for
the mono-adaptive method grows linearly with the total number of masses, as expected.
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Figure 6. Computation time Tc as function of the number of masses n
for the multi-adaptive solver (dashed) and a mono-adaptive method (solid),
with M = 100 (left) and M = 200 (right).

More specifically, the complexity of the mono-adaptive method may be expressed in
terms of M and n as follows:

(5.1) Tc(M, n) = C1 + C2Mn,
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while for the multi-adaptive solver, we obtain

(5.2) Tc(M, n) = C3M + C4n.

Our general conclusion is that the multi-adaptive solver is more efficient than a mono-
adaptive method for the simulation of a mechanical system if M is large, i.e., when small
time steps are needed for a part of the system, and if n is large, i.e, if large time steps may
be used for a large part of the system.

The same result is obtained if we add damping to the system in the form of a damping
constant of size b = 100 for the spring connections between the slowly oscillating masses,
resulting in gradual damping of the slow oscillations, while keeping the rapid oscillations
of the first mass largely unaffected. With b = 100, adaptive fixed point iteration is au-
tomatically activated for the solution of the discrete equations, as discussed in Section
3.3.

6. Large problems and applications

To demonstrate the potential and applicability of the proposed mass–spring model and
the multi-adaptive solver, we present results for a number of large mechanical systems.

6.1. Oscillating tail. For the first example, we take the mass–spring model of Figure 3
representing a heavy cow and add a light mass representing its tail, as shown in Figure 7.
The cow is given a constant initial velocity and the tail is given an initial push to make it
oscillate. A sequence of frames from an animation of the multi-adaptive solution is given
in Figure 8.

We compare the performance of the multi-adaptive solver (in the case of the mcG(1)
method) with a mono-adaptive method (the cG(1) method) using the same time steps for
all components. We also make a comparison with a simple non-adaptive implementation of
the cG(1) method, with minimal overhead, using constant time steps equal to the smallest
time step selected by the mono-adaptive method.

As expected, the multi-adaptive solver automatically selects small time steps for the
oscillating tail and large time steps for the rest of the system. In Figure 9, we plot the
time steps as function of time for relevant components of the system. We also plot the
corresponding solutions in Figure 11. In Figure 10, we plot the time steps used in the
mono-adaptive simulation.

The computation times are given in Table 3. The speed-up of the multi-adaptive method
compared to the mono-adaptive method is a factor 70. Compared to the simple non-
adaptive implementation of the cG(1) method, using a minimal amount of work, the speed-
up is a factor 3. This shows that the speed-up of a multi-adaptive method can be significant.
It also shows that the overhead is substantial for the current implementation of the multi-
adaptive solver, including the organization of the multi-adaptive time slabs, interpolation
of solution values within time slabs, and the evaluation of residuals for multi-adaptive
time-stepping. However, we believe it is possible to remove a large part of this overhead.
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Figure 7. A cow with an oscillating tail (left) with details of the tail (right).

Figure 8. The tail oscillates rapidly while the rest of the cow travels at a
constant velocity to the right.
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Figure 9. Multi-adaptive time steps used in the simulation of the cow with
oscillating tail. The plot on the left shows the time steps for components
481–483 corresponding to the velocity of the tail, and the plot on the right
shows the time steps for components 13–24 corresponding to the positions
for a set of masses in the interior of the cow.

6.2. Local manipulation. For the next example, we fix a damped cow shape at one end
and repeatedly push the other end with a manipulator in the form of a large sphere, as
illustrated in Figure 12.
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Figure 10. Mono-adaptive time steps for the cow with oscillating tail.
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Figure 11. Solution for relevant components of the cow with oscillating
tail. The plot on the left shows the solution for components 481–483 cor-
responding to the velocity of the tail, and the plot on the right shows the
solution for components 13–24 corresponding to the positions for a set of
masses in the interior of the cow.
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Algorithm Time / s
Multi-adaptive 40
Mono-adaptive 2800
Non-adaptive 130

Table 3. Computation times for the simulation of the cow with oscillating
tail for three different algorithms: multi-adaptive mcG(1), mono-adaptive
cG(1), and a simple implementation of non-adaptive cG(1) with fixed time
steps and minimal overhead.

Figure 12. A cow shape is locally manipulated. Small time steps are au-
tomatically selected for the components affected by the local manipulation,
with large time steps for the rest of the system.

As shown in Figure 13, the multi-adaptive solver automatically selects small time steps
for the components directly affected by the manipulation. This test problem also illustrates
the basic use of adaptive time-stepping; the time steps are drastically decreased at each
impact to accurately track the effect of the impact.

6.3. A stiff beam. Our final example demonstrates the applicability of the multi-adaptive
solver to a stiff problem consisting of a block being dropped onto a stiff beam, as shown in
Figure 14. The material of both the block and the beam is very hard and very damped,
with spring constant κ = 107 and damping constant b = 2 · 105 for each spring connection.
The multi-adaptive time steps for the simulation are shown in Figure 15. Note that the
time steps are drastically reduced at the time of impact, with large time steps before and
after the impact.
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Figure 13. Solution (left) and multi-adaptive time steps (right) for selected
components of the manipulated cow. The two top rows correspond to the
positions of the left- and right-most masses, respectively, and the two rows
below correspond to the velocities of the left- and right-most masses, respec-
tively. Note that smaller time steps are used for the components mostly
affected by the manipulation, in particular at the point of impact, while
larger time steps are used for other components.
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Figure 14. A block is dropped onto a beam. The material of both the
block and the beam is very hard and very damped, with spring constant
κ = 107 and damping constant b = 2 · 105.
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Figure 15. Multi-adaptive time steps for the block and beam. Note that
the time steps are drastically reduced at the time of impact. The maximum
time step is set to 0.01 to track the contact between the block and the beam.
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7. Conclusions

From the results presented above, we make the following conclusions regarding multi-
adaptive time-stepping:

• A multi-adaptive method outperforms a mono-adaptive method for systems con-
taining different time scales if there is a significant separation of the time scales
and if the fast time scales are localized to a relatively small part of the system.
• Multi-adaptive time-stepping, and in particular the current implementation, works

in practice for large and realistic problems.
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