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Abstract

We present a quasi-planar incident wave excitation for time-domain scattering
analysis of periodic structures. It uses a particular superposition of plane waves that
yields an incident wave with the same periodicity as the periodic structure itself.
The duration of the incident wave is controlled by means of its frequency spectrum
or, equivalently, the angular spread in its constituting plane waves. Accuracy and
convergence properties of the method are demonstrated by scattering computations
for a planar dielectric half-space. Equipped with the proposed source, a time-domain
solver based on linear elements yields an error of roughly 1% for a resolution of 20
points per wavelength and second order convergence is achieved for smooth scatterers.
Computations of the scattering characteristics for a sinusoidal surface and a random
rough surface show similar performance.

1 Introduction

Periodic structures are important in many electromagnetic applications. For example,
frequency selective surfaces [1] are used in radomes, EMC applications and dichroic subre-
flectors. Random rough surfaces, analyzed with respect to their scattering characteristics,
are often treated as periodic structures constructed by repeating a suitable unit cell. Scat-
tering from and analysis of array antennas also involve similar challenges and difficulties.
Numerical algorithms based on integral equations have been used to study periodic struc-
tures for at least three decades. Zaki and Neureuther [2, 3] used the Method of Moments
(MoM) [4] to analyze perfectly conducting surfaces with a profile of sinusoidal shape, where
a unit cell of the periodic surface is treated by means of a Green’s function for periodic
arrays. Axline and Fung [5] employed the MoM to calculate the scattering from one dimen-
sional random rough surfaces of metal. Nasir and Chew [6] studied periodic random rough
surfaces using a MoM formulation based on Bloch’s theorem to express the periodic fields
and Green’s functions. Petre et al. [7] employed a surface/volume integral equation formu-
lation to analyze coated periodic strips. These methods can analyze a range of problems
at any scan angle, but they are not particularly well-suited for scatterers with complex
geometry. The finite element method (FEM) [8] is an attractive alternative because of its
capabilities to model complex structures and inhomogeneous materials. Lou et al. [9] used
FEM, in combination with a plane wave expansion for the scattered field, to calculate the
scattering from two dimensional dielectric surfaces with a random rough profile.

Time-domain methods are advantageous in situations where a broad frequency band
response of the structure is desired. Examples of popular time-domain methods are the
finite-difference time-domain (FDTD) [10, 11] scheme and FEM in the time domain [8].
For normal incidence of a plane wave on a periodic structure, the boundary condition for a
unit cell’s periodic boundaries is rather easy to implement [12] since there is no time delay
between such boundaries. Chan et al. [13] also used such a technique in their analysis of
scattering from random rough surfaces at normal incidence by means of the FDTD scheme.
For oblique angles of incidence, a time-domain formulation becomes more challenging with
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respect to the treatment of the periodic boundaries. There are some proposed solutions to
this problem. One rather simple alternative [14, 15] is to use a time-harmonic source for a
time-domain computation that is time stepped until a stationary state is reached. However,
such an approach is monochromatic by nature and, thus, does not exploit the advantageous
broad frequency band capabilities of time-domain simulations. Another technique is to
transform Maxwell’s equations so that the problems associated with time shift between the
periodic boundaries can be avoided [16]. This procedure results in a new set of differential
equations which can be discretized by techniques [17, 18, 19] that resemble the FDTD
scheme. Unfortunately, conventional codes must often be modified before they can be
used for such formulations and, moreover, the transformation typically implies a smaller
Courant limit as compared to the original scheme [20]. Holter and Steyskal [21] developed
yet another technique where a computational window is moved along the periodic structure
and, thus, the difficulties associated with the time delay between the periodic boundaries
of a unit cell can be avoided.

In this paper, we propose a new technique that is suitable for time-domain analysis of
periodic structures excited by obliquely incident waves. It can easily be used with conven-
tional implementations of time-domain schemes (e.g. the FDTD scheme or the time-domain
FEM) without the need of substantial programming efforts, since it does not rely on trans-
forming Maxwell’s equations. Thus, the Courant condition and other stability properties
of the underlying field solver are preserved. Our technique allows for an accurate analysis
over a broad frequency band, which is accomplished by means of time-domain pulses with
relatively short duration. The method is based on a carefully chosen incident wave such
that it is feasible to use a trivial periodic boundary condition. This is accomplished by
constructing the incident wave from a superposition of plane waves with an appropriate
spatial variation along the periodic structure. Our technique can easily be generalized and
used for three dimensional structures with an arbitrary polarized incident wave. In this
paper, we present a derivation of the suggested method for transverse magnetic (TM) fields
in two dimensions. The formulation for the corresponding transverse electric (TE) case is
similar and can easily be derived in the same fashion. We present results for both the TM
and TE polarization.

2 Formulation

Consider a two dimensional structure that is periodic in the x-direction, with the periodicity
L as shown in figure 1. The periodic solution ~E(x + nL, y, t) = ~E(x, y, t), where n is an
integer, can easily be accounted for in most time-domain field solvers by means of simple
relations between the fields on, and in the proximity of, the right and left boundaries. For
such a situation, we construct an incident wave from a superposition of plane waves such
that it satisfies this periodic requirement on the solution and, thus, the total field also
exhibits the same periodic behavior.

An incident wave of the proposed type can be combined with different field solvers and,
here, we use a stable hybrid [22] of the FEM and the FDTD scheme. The stable FEM-
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Figure 1: Geometry of a periodic structure.

FDTD hybrid allows for an unstructured FEM grid to discretize the periodic structure,
which possibly involves complex geometry. The conventional FDTD is exploited in the
homogeneous regions above and below the periodic structure. The incident wave is imple-
mented by means of a so-called Huygen’s surface [11], which is placed above the periodic
structure. In order to calculate the amplitude of the reflected far field, we use a near-to-far
(NTF) field transformation surface [11] above the Huygen’s surface. Similarly, an NTF
surface below the periodic structure is used to calculate the transmitted field in the far
zone. The Huygen’s surfaces and the NTF surfaces extend, along the periodic structure,
across the entire computational region. The reflected and transmitted waves are absorbed
by a perfectly matched layer (PML) [23, 24] placed along the top and bottom boundaries.

2.1 Quasi-planar incident wave

It is natural to use a single plane wave excitation for the computation of the scattering
parameters since it fits well with the definition of the reflection and transmission coeffi-
cient. We construct a quasi-planar incident wave from a spectrum of plane waves with the
amplitude A(ky) and a fixed wave number kx = 2πn/L associated with the direction of pe-
riodicity, where the integer n can be used to control the angle of incidence. Consequently,
the periodic boundary condition is also fulfilled by the reflected and transmitted field since
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their variation along the periodic structure is kx + 2πm/L = 2π(n + m)/L for the m-th
Floquet mode. The incident wave is then given by

Ez,in(~r, t) = Re

{
∫ ∞

−∞

A(ky)e
−jkxx−jkyy+jc(t−τ)

√
k2
x+k2

y dky

}

(1)

where c is the speed of light and τ is a time delay. Some effects of the numerical dispersion
errors, that are inherent in the FDTD scheme, may be reduced if the speed of light in (1)
is replaced by the numerical phase velocity associated with an appropriately chosen center
frequency of the incident spectrum of plane waves. The time-dependent near fields are
transformed to the frequency domain by means of the discrete Fourier transform and, then,
it is trivial to extract the information of interest such as the reflection and transmission
coefficients of the periodic structure. It should be noted that this is feasible despite the
variation in incident angles associated with a broad-band spectrum of plane waves.

A popular choice for time-domain excitations is a sinusoidal with a Gaussian ampli-
tude modulation. Such a signal is optimal in the sense that the mean-square sense time-
bandwidth product is the smallest possible [25]. In a similar manner, we choose the am-
plitude A(ky) as a Gaussian function multiplied with an additional exponential factor in
order to (i) avoid plane waves that are close to grazing and (ii) achieve a relatively short
time-domain pulse with rather well-localized frequency contents. For a wave that travels
in the negative y-direction, the amplitude is given by

A(ky) =







E0 exp

(

−
(

ky−ky,c

κ

)2
)

exp
(

−α κ
|ky|

)

, ky ≤ 0

0, ky > 0
(2)

where ky,c is the wave vector’s y-component at the center frequency fc, κ influences the
frequency band width, α controls the near grazing contents and E0 is the amplitude of the
incident wave. If the factor exp (−ακ/|ky|) is neglected, the choice κ = δky/

√

2 ln(2) gives
a half-power bandwidth δky when expressed in terms of the wave vector’s y-component,
i.e. A(ky,c ± δky/2) = E0/

√
2. A wave that travels in the positive y-direction is given by

the expression (2) with ky ≤ 0 and ky > 0 exchanged.
Typically, the scattering properties of a periodic structure are sought at a center fre-

quency fc for a plane wave with some given incident angle. For the center frequency fc,
we may choose an appropriate combination of n and L such that kx = 2πn/L = kc sin θc,
where kc = 2πfc/c and θc is sufficiently close to the desired incident angle. As a conse-
quence, ky,c = −kc cos θc and, given these results, there are approximate expressions for the
remaining parameters in (2) provided that θc is not too close to grazing and the bandwidth
δf is sufficiently small in comparison to the center frequency fc. Here, δf refers to the half-
power bandwidth in terms of frequency, i.e. it is the frequency counterpart to δky. Below,
we analogously use δk for the wavenumber and δθ for the angle of incidence. In such a
situation, we use the approximate relation δky = δk/ cos θc to choose κ and α ≪ |ky,c|/κ,
where δk = 2πδf/c. As a consequence, we get δθ ≃ (δky/kc) sin θc where kc = 2πfc/c.
This reasoning also shows that the angular spread δθ can be used to control the duration
δt ≃ 1/(2δf) ∝ (δθ)−1 of the the incident wave’s time-domain pulse.
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2.2 Scattering coefficient

The far field can be calculated by integrating the near-field, which is often referred to as
a NTF field transformation [11]. The scattered field at a point ~r = rr̂ in the far field is
given by

Ez,sc(~r, ω) =
ej 3π

4√
8πkr

e−jkr

∫

C

[

∇Ez(~r
′, ω) − j~kscEz(~r

′, ω)
]

· n̂ ej~ksc·~r ′

dl′ (3)

where Ez,sc is the scattered electric field, ~ksc = kr̂, r̂ = x̂ sin ϑ + ŷ cos ϑ and ϑ is the

scattering direction. (In the following, we denote the incident wave vector ~kin = k(x̂ sin θ−
ŷ cos θ), which gives monostatic scattering for ϑ = −θ.) Figure 1 shows the NTF field
transformation surface C and its normal n̂. We introduce the scattering amplitude az as

az(~k
sc) = −1

4

∫

C

[

∇Ez(~r
′, ω) − j~kscEz(~r

′, ω)
]

· n̂ ej~ksc·~r ′

dl′ (4)

Due to the periodic solution, we only integrate over one unit cell from x′ = 0 to x′ = L.
For a wave reflected into the upper half-space, the normal to the NTF surface is n̂ = ŷ and
the scattering amplitude can be written as

az(~k
sc) = −1

4

∫ L

x′=0

[

∂

∂y′
− jksc

y

]

Ez(~r
′, ω)ejkxx′

dx′ ejksc
y y′

(5)

Consider the simple case when the incident wave defined by (1) propagates through an
empty unit cell (i.e. free space) and we calculate the scattered amplitude by means of the
NTF transform (5). We insert the Fourier transform of (1) into (5) and arrive at

az(~k
sc) = −π

4
ejksc

y y′

∫ L

x′=0

−2jksc
y

A(kin
y )

vgy

(

ksc
y

)e−jksc
y y′

dx′ e−jωτ = j
π

2
ksc

y L
A(kin

y )

vgy

(

ksc
y

)e−jωτ (6)

where ~kin and ~ksc are the wave-vectors of the incident and scattered fields respectively.
Here, vgy

(

ksc
y

)

= c cos ϑ is the y-component of the group velocity for the scattered field.
(Again, it is feasible to adjust vgy with the objective of reducing dispersion errors.) Let
us define the scattering coefficient Γ as the (complex) scattered field amplitude divided
by the incident field amplitude. Then, the scattering coefficient must be unity for a wave
traveling through free space which gives the scattering coefficient

Γ(~kin, ~ksc) =
az(~k

sc)

A(kin
y )

vgy(k
sc
y )

j π
2
ksc

y L
ejωτ . (7)

3 Numerical results

The proposed excitation technique for time-domain analysis of periodic structures is ap-
plied to three test cases: scattering from planar, sinusoidal and random rough surfaces.
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These surfaces separate two dielectric half-spaces, where one is air and the other one is
characterized by εr > 1 and µr = 1. We exploit a stable FEM-FDTD hybrid [22] that uses
an unstructured FEM grid in the vicinity of curved boundaries and a structured FDTD
grid in the homogeneous space above and below the interface of the scattering surface.
The maximum edge length in the FEM grid is smaller than or equal to the FDTD cell size
denoted h. The time step is chosen according to the Courant limit of the FDTD [11], i.e.
∆t = h/(c0

√
2). We use a PML to absorb waves that propagate away from the scattering

surface and it is backed by a perfect electric conductor (PEC). The PML has a monomial
conductivity profile σ(ξ) = σmax(ξ/wPML)m with σmax = 0.8(m + 1)/(Z0h) and m = 3.5,
where wPML is the thickness of the PML and ξ is the perpendicular distance to the inter-
face between air and PML. The distance from the scattering surface to the PML is chosen
such that the evanescent modes associated with the surface are sufficiently small given the
thickness wPML of the PML and its PEC backing.

3.1 Test 1 - Scattering from a planar dielectric half-space

The scattering of a plane wave from a planar interface at an oblique incident angle is ana-
lytically described by the Fresnel coefficients [26]. Consequently, this setting is appropriate
for a convergence study and we use λ0/h = 8, 16, 32 and 64 cells per wavelength, where
λ0 is the free-space wavelength at the center frequency fc = 1 GHz. We arbitrarily choose
L = 5λ0 and n = 3, which yields θc ≃ 37◦. We let the region y ≤ 0 be characterized by
εr = 2.5 and set the thickness of the PML to wPML = λ0. Several values of δθ are also
tested to verify that δθ has little or no influence on the convergence properties.

Figure 2 shows the error in the reflection coefficient as a function of the number of
points per wavelength. We have second order convergence and the resolution λ0/h = 20
gives a relative accuracy of roughly 1%, which is expected for a scheme based on linear
elements. These results are basically independent of the angular widths δθ tested. The
duration of the pulse with δθ = 10.00◦ is almost 10 times shorter than for δθ = 1.00◦ and,
thus, the computation time can be reduced with almost the same factor.

3.2 Test 2 - Scattering from a sinusoidal surface

In the second test case, we consider scattering from a sinusoidal surface s(x) = s0 sin(2πx/L),
where the region y ≤ s(x) is a dielectric with εr = 5 and µr = 1. The surface’s height
variation is s0 = 0.2λ0 and its period (and unit cell width) is L = 5.2λ0, which gives 11
scattered plane waves that are reflected into the upper half plane.

The solid curve in figure 3 shows the monostatic scattering coefficient produced by a
FEM-FDTD hybrid computation with the source proposed in this article. The hybrid uses
λ0/h = 32 cells per wavelength, a 32 cells thick PML and the angular spread of the incident
wave is δθ = 5◦. Since analytical results are not easily available for this case, we used two
other techniques to provide results for comparisons. Both these solvers use algorithms
formulated in the frequency domain, where the treatment of the periodic structure and its
excitation can be accounted for by well-established techniques. The dashed curve shows
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Figure 2: Error of the reflection coefficient as a function of the number of points per
wavelength for a planar dielectric interface at an angle of incidence of θc = 37◦. The
analytical reflection coefficients are ΓTE = −0.1551 and ΓTM = −0.2929 for the TE and
TM cases respectively.

the results of an in-house field solver that expresses the solution in terms of Floquet modes
along the x-direction and uses finite differences (FD) to discretize the resulting ordinary
differential equations with respect to the y-direction. The electric field is expanded in 128
Floquet modes and, in the vertical direction, it is represented by a grid with λ0/hFD = 128
points per wavelength. The dash-dotted curve is computed by the commercial FEM based
software FEMLAB [27] with a two wavelengths thick PML, fourth order elements and the
cell size hFEMLAB = λ0/10.

The agreement is excellent between all methods for |θ| < 35◦. For angles of incidence
larger than 35◦, the monostatically scattered wave is very weak and the results are very
sensitive to the resolution and other approximations that are a result of the discretization
procedure adopted to solve the field problem.

3.3 Test 3 - Scattering from a random rough surface

Finally, we use the proposed method to calculate the scattering from a random rough
surface with the Gaussian roughness spectrum W (k) = (2

√
π)−1s2

0l exp (−k2l2/4) [28],
where l is the correlation length and s0 is the root-mean-square (RMS) height of the
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Figure 3: Scattering from a sinusoidal surface calculated using the novel method, a Floquet
mode expansion technique and the commercial FEMLAB software.

surfaces. The rough surface is described by the curve

y = s(x) =

√

2π

L

N
∑

n=−N

ξn

√

W (kn)ejknx, (8)

where kn = 2πn/L and ξn ∈ N (0, 1/
√

2) + jN (0, 1/
√

2) such that ξ−n = ξ∗n. Here, the
complex conjugate is denoted by the asterisk and N (m,σ) is the normal distribution with
the expectation value m and the standard deviation σ. The dielectric half-space y ≤ s(x)
below the rough surface is characterized by εr = 3.24, which gives an index of refraction of
1.8.

For this last test case, we choose the correlation length l = λ0, the RMS height s0 =
0.2λ0 and the periodicity L = 30.2λ0, which is the same parameter combination studied by
Lou et al. [9]. We use 50 surface realizations to calculate the mean scattering parameters.
The angular spread of the incident wave is δθ = 5◦. The resolution of the FDTD grid
is h = λ0/16. Figure 4 shows the amplitude of the computed scattering coefficient Γ for
monostatic and bistatic scattering with both TE and TM polarizations. The averaged
value agree very well with the results obtained by Lou et al. [9].

4 Conclusions

We have developed a quasi-planar incident wave for time-domain scattering analysis of
periodic structures, which is typically enforced on a Huygen’s surface. Our technique
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0 10 20 30 40 50 60 70 80 90
−80

−70

−60

−50

−40

−30

−20

−10

ts

θ [degrees]

|Γ
|
[d

B
]

(b) Monostatic TM (ϑ = −θ)
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(c) Bistatic TE (θ = 0)
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Figure 4: Computed bistatic and monostatic scattering coefficient Γ for both TE and TM
polarization calculated for 50 surfaces.

constructs the incident wave from a superposition of plane waves with fixed propagation
constant along the periodic structure. The duration of the incident wave can be controlled
by means of its frequency spectrum or, equivalently, the angular spread in the plane waves.
The method can rather easily be implemented in existing time-domain codes that support
simple periodic boundary conditions and it does not influence the stability properties or
the Courant condition of the time-domain field solver.

Tests demonstrate that a time-domain solver equipped with the proposed excitation
converges as expected. For a stable FEM-FDTD hybrid method based on linear elements,
second order convergence is achieved for smooth scatterers. A test with a planar interface
between two different dielectrics shows that the error in the reflection coefficient is on the
order of 1% when the resolution is λ0/h = 20 points per wavelength. Similar results are
achieved for surfaces with sinusoidal profile, where the reference solution is computed by
means of frequency-domain field solvers based on a hybrid Floquet-FD solver and a higher
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order FEM.
Finally, we have used the method for scattering analysis of random rough surfaces,

where the profile of the surface is generated by means of a Gaussian covariance function.
The average of the reflection coefficient (based on 50 randomly selected surfaces) com-
pares well with the corresponding results in the literature, where the two polarizations are
considered separately for both monostatic and bistatic scattering. Computations based
on our quasi-planar incident wave can be used for large problems and yield results with
high accuracy. The possibility to use it for time-domain computations paves the way for
efficient broad frequency band analysis of periodic structures.
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